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Nonsense: Words or language having no meaning 
or conveying no intelligible ideas

—Merriam-Webster (“Nonsense,” 2019)

Psychological research has a long tradition of evaluat-
ing findings according to whether they are statistically 
“significant” or not, but more recently, increasing atten-
tion has been paid to the size as opposed to the sig-
nificance of effects (e.g., Cumming, 2012). Effect size 
refers to the magnitude of the relation between the 
independent and dependent variables, and it is sepa-
rable from statistical significance, as a highly significant 
finding could correspond to a small effect, and vice 
versa, depending on the study’s sample size. Students 
are routinely taught how to calculate and interpret sig-
nificance levels; they are less often taught how to cal-
culate effect sizes, and even more rarely are they taught 
how to evaluate them. This neglect of effect size per-
sists into the research careers of many psychologists.

Much of the published literature reflects this contin-
ued neglect. Although many journals now require that 
effect sizes be reported, and researchers (usually) duti-
fully follow this requirement, they often ignore effect 
sizes otherwise. When researchers do draw implications 
from effect sizes, the interpretations they offer are, 
more often than not, superficial, uninformative, mis-
leading, or completely wrong. In sum, effect sizes are 
widely unappreciated and often misunderstood, even 
by professional researchers.

Current research on psychological methods (e.g., as 
published in Psychological Methods) has not been 
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Effect sizes are underappreciated and often misinterpreted—the most common mistakes being to describe them in ways 
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particularly helpful in this regard. Much of this work 
concerns the development, specification, and testing of 
ever more elaborate or precise quantitative models, and 
only occasionally does it address the concerns of sub-
stantive researchers grappling with the “solved” prob-
lem of reliably detecting and measuring simple bivariate 
effects. When such concerns do come to the fore, as in 
recent methodological articles and blog posts debating 
whether the threshold for rejecting the null hypothesis 
should be p < .05 or p < .005 (Benjamin et al., 2018), 
little reference is made to effect size. Despite exhorta-
tions to report effect sizes (e.g., Cumming, 2012), frank 
discussions of how to evaluate them remain surprisingly 
rare (but see Lakens, Scheel, & Isager, 2018). The pur-
pose of the present article is to help to remedy this 
imbalance.

Effect Size

The two most commonly used measures of effect size 
are Cohen’s d and Pearson’s r. The former, typically 
used to characterize the differences in means between 
experimental groups, is the mean difference divided by 
the pooled standard deviation. The latter, the correla-
tion coefficient, is typically used to characterize the 
degree to which one variable can be predicted from 
another. These two measures of effect size can be alge-
braically converted from one to the other; for simplicity 
and consistency, we focus on r in this article.

Although for a considerable period of psychology’s 
history it was common practice to report p levels in the 
absence of effect sizes, in recent years most journals 
have mandated that effect sizes be reported. For exam-
ple, the publication manual of the American Psycho-
logical Association (2010), which is followed by many 
of the most visible outlets for psychological research, 
now states that reporting effect size is “almost always 
necessary” (2010, p. 34), and indeed, most (not all) 
articles in the association’s journals obediently report 
some effect-size measure, parenthetically, and usually 
alongside the p value. This mandated reporting is not 
always done enthusiastically. In a personal communica-
tion1 with an author of this article, a prominent and 
widely published social psychologist wrote that

the key to our research [is not] to accurately 
estimate effect size. . . . When I am testing a theory 
about whether, say, positive mood reduces 
information processing in comparison with negative 
mood, I am worried about the direction of the 
effect, not the size. But if the results of such studies 
consistently produce a direction of effect where 
positive mood reduces processing in comparison 
with negative mood, I would not at all worry about 

whether the effect sizes are the same across studies 
or not, and I would not worry about the sheer size 
of the effects across studies. This is true in virtually 
all research settings in which I am engaged. I am 
not at all concerned about the effect size. (quoted 
in Funder, 2013, para. 4)

This is not an unusual opinion; similar comments 
can be found in a number of articles and blog posts. 
However, there are two problems with this line of think-
ing. First, and most obviously, this researcher routinely 
uses p levels to evaluate whether or not to be confident 
that a study has yielded a meaningful result. Given the 
study’s sample size, setting a threshold p level for 
accepting a result is exactly the same thing as setting 
a minimum effect size for the same decision. For exam-
ple, in a two-group experimental study with 60 subjects, 
setting a two-tailed p threshold of .05 is equivalent to 
setting an r of .254 as the effect-size threshold. It is 
difficult to see how the first of these numbers could be 
worthy of “concern” if the second one is not. Second, 
and only slightly less obviously, the social psychologi-
cal literature is filled with (usually nonnumerical) refer-
ences to effect size, such as claims that certain 
manipulations can have “large” or even “surprisingly 
large” effects, or that (in the case of the fundamental 
attribution error) most people believe personality traits 
have “larger” effects than they really do. Such claims 
proceed in an empirical vacuum without some kind of 
quantitative measure of effect size.2

The Two Most Common Ways to 
Interpret Effect Size

Interpretation of effect sizes traditionally proceeds in 
one of two ways. The first is literally nonsensical (in 
the meaning expressed in the definition opening this 
article), and the other is seriously misleading.

Cohen’s standards

The nonsensical but widely used interpretation of effect 
size is the famous standard set by Jacob Cohen (1977, 
1988), who set r values of .10, .30, and .50 as the thresh-
olds for small, medium, and large effects, respectively. 
Cohen (1988) reluctantly used these conventions in the 
context of power analysis “only when no better basis  
. . . [was] available” (p. 25) and later told friends that 
he actually regretted having suggested them at all  
(R. Rosenthal, personal communication, November 
2018). He had good reason for this regret. The terms 
small, medium, and large are meaningless in the 
absence of a frame of reference. They immediately 
require an answer to at least one of two questions: (a) 
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small, medium, or large compared with what? and (b) 
small, medium, or large for what purpose? (We return 
to these questions later in this article.)

Squaring the correlation

As bad as these decontextualized criteria are, the other 
widely used way to evaluate effect size is arguably even 
worse. This method is to take the reported r and square 
it. For example, an r of .30, squared, yields the number 
.09 as the “proportion of variance explained,” and this 
conversion, when reported, often includes the word 
“only,” as in “the .30 correlation explained only 9% of 
the variance.”

We suggest that this calculation has become wide-
spread for three reasons. First, it is easy arithmetic that 
gives the illusion of adding information to a statistic. 
Second, the common terminology of variance explained 
makes the number sound as if it does precisely what 
one would want to it do, the word explained evoking 
a particularly virtuous response. Third, the context in 
which this calculation is often deployed allows writers 
to disparage certain findings that they find incompatible 
with their own theoretical predilections. One prominent 
example is found in Mischel’s (1968) classic critique of 
personality psychology, in which he complained that 
the “personality coefficient” of .30, described by him as 
the highest correlation empirically found between trait 
measurements and behavior,3 “accounts for less than 
10 percent of the relevant variance” (p. 38). As Abelson 
(1985) observed, “it is usually an effective criticism 
when one can highlight the explanatory weakness of 
an investigator’s pet variables in percentage terms”  
(p. 129).

The variance “explained” by the squared r refers to 
the squared deviations of the variable from its mean. 
Squaring the r changes the scale of the effect from the 
original units to squared units. One can search statistics 
textbook after textbook without finding any attempt to 
explain why (as opposed to assert that) these squared 
units are appropriate for evaluating effect size (i.e., why 
one would want to account for variance rather than 
standard deviation). The squared correlation may have 
some utility as a measure of model fit, but the original, 
unsquared r reflects the size of the effect on the metric 
of the original measured units.

Consider the difference in value between nickels and 
dimes. An example introduced by Darlington (1990) 
shows how this difference can be distorted by tradi-
tional analyses. Imagine a coin-tossing game in which 
one flips a nickel and then a dime, and receives a 5¢ 
or 10¢ payoff (respectively) if the coin comes up heads. 
From the payoff matrix in Table 1, correlations can be 
calculated between the nickel column and the payoff 

column (r = .4472) and between the dime column and 
the payoff column (r = .8944). If one squares these 
correlations to calculate the traditional percentage of 
variance explained, the result is that nickels explain 
exactly 20% of the variance in payoff, and dimes explain 
80%. And indeed, these two numbers do sum neatly to 
100%, which helps to explain the attractiveness of this 
method in certain analytic contexts. But if they lead to 
the conclusion that dimes matter 4 times as much as 
nickels, these numbers have obviously been misleading. 
The two rs afford a more informative comparison, as 
.8944 is exactly twice as much as .4472. Similarly, a 
correlation of .4 reveals an effect twice as large as a 
correlation of .2; moreover, half of a perfect association 
is .5, not .707 (Ozer, 1985, 2007). Squaring the r is not 
merely uninformative; for purposes of evaluating effect 
size, the practice is actively misleading.

Toward Useful Interpretations of Effect 
Size

How can effect sizes be interpreted in a way that adds 
or provides meaning? We suggest two ways. The first 
is to use a benchmark, and the second is to estimate 
consequences.

Benchmarks

The idea behind using benchmarks to evaluate effect 
size is that the magnitude of a finding can be illumi-
nated by comparing it with some other finding that is 
already well understood (or that at least is widely 
believed to be well understood). All of the benchmark-
ing strategies we summarize in this section have the 
same aim: to help readers attain an intuitive “feel” for 
the meaning of an effect size. In the same way that 
people immediately gauge whether somebody is tall or 
short by comparing him or her with other people, 
researchers can approach a realistic appreciation of the 
meaning of a particular research result by using their 
knowledge of the sizes of classic findings, average find-
ings, or other effects that are understood through 

Table 1. Payoff Table for Darlington’s (1990) Example of a 
Coin-Tossing Game

 Result of  
nickel toss

Result of  
dime toss Total payoff

1 1 15¢
1 0  5¢
0 1 10¢
0 0  0¢

Note: 1 denotes heads and 0 denotes tails.
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everyday experience. J. Cohen (1988) used this strategy 
to justify his labeling numerical effect-size values as 
small, medium, and large. He likened a small effect to 
several specific effects, such as the mean height differ-
ence between 16- and 17-year-old girls. Medium effects 
were characterized as those “visible to the naked eye”  
(p. 26), though it seems he may have grossly overesti-
mated the sensitivity of observers to at least some char-
acteristics (Ozer, 1993). Large effects were described as 
similar in magnitude to the difference in mean IQ 
between college graduates and people with just a 50-50 
chance of graduating from high school. One might well 
quibble with Cohen’s choices of examples, but given 
that this was early work when few researchers were 
talking about effect size, it would seem more fruitful 
to consider other benchmarking approaches.

Classic studies. One example of the benchmarking 
approach is provided by an analysis we reported some 
years ago (Funder & Ozer, 1983). We performed a simple 
reanalysis of three classic findings in the psychological 
literature: Festinger and Carlsmith’s (1959) finding of a 
reverse effect of incentives on attitude change, Darley 
and Latané’s (1968) and Darley and Batson’s (1967) stud-
ies of bystander intervention, and Milgram’s (1975) dem-
onstrations of experimentally induced obedience. In each 
case, from the reported findings we simply computed an 
effect-size r that reflected the degree to which the depen-
dent variable (attitude change, helping, and obedience, 
respectively) was affected by the manipulated indepen-
dent variable (incentive, hurry and number of bystand-
ers, and distance between the experimenter and victim, 
respectively). In each case, the resulting r fell between 
.36 and .42.

This result should not have been surprising, but it 
was, in a zeitgeist in which a common complaint was 
that personality traits were not meaningfully related to 
behavioral outcomes because the correlations between 
them seldom exceeded .40 (e.g., Nisbett, 1980). And 
some writers at the time misinterpreted the implication 
of our calculations, in our view, by concluding that the 
calculations implied that these studies also “only” found 
“small” effects after all (or more disastrously, that “situ-
ations aren’t important either”). Our own view was that 
these studies were and remain classics of the social 
psychological literature, and nobody, certainly nobody 
at the time, doubted that the effects reported were 
foundation stones of social psychology that should be 
taught to every student in that field. We simply thought 
it was worth knowing that the reported effect sizes were 
in roughly the same range as the purported ceiling for 
effects of personality.

Other well-established psychological findings. In a 
later, similar, but much broader set of reanalyses, Richard, 

Bond, and Stokes-Zoota (2003) also calculated the effect-size 
rs for well-established findings in psychology. To list a few 
examples, scarcity increases the perceived value of a com-
modity (r = .12), people attribute failures to bad luck (r = 
.10), communicators perceived as more credible are more 
persuasive (r = .10), and people in a bad mood are more 
aggressive than those in a good mood (r = .41). One is free 
to decide whether or not to interpret any of these findings as 
reliable or important, but to the extent that one does, the 
associated effect sizes provide a useful benchmark for inter-
preting other findings in the literature.

A similar analysis was performed by Roberts, Kuncel, 
Shiner, Caspi, and Goldberg (2007), who compared the 
validity of personality traits for predicting mortality, 
divorce, and occupational success with the well-
established validity of socioeconomic status and intel-
ligence as predictors of these same outcomes. The 
result was that the “magnitude of the effects . . . was 
indistinguishable” (p. 313). Even more striking, perhaps, 
was that for the prediction of mortality, the estimated 
rs for all the predictors ranged no higher than .24 and 
for the most part fell below .10.

Comparisons with “all” studies. In even broader 
efforts, researchers have provided potential effect-size 
benchmarks by computing averages based on compre-
hensive reviews of the social and personality psychology 
literatures. In their ambitious effort, Richard et al. (2003) 
also calculated an average effect size for all the published 
effects in the social psychological literature that they 
were able to survey, and the resulting value was .21. A 
parallel but less extensive project surveyed the personal-
ity literature and came up with precisely the same aver-
age effect size: r = .21 (Fraley & Marks, 2007). Of course, 
both of these results are very likely to be overestimates of 
the true effects of the variables studied, because of pub-
lication bias that privileges significant findings (and so, 
on average, larger effects). Therefore, a researcher who 
obtains an r of .21 in a new study can be fairly confident 
that this is a larger effect than typically found.

A more recent and very large project reviewed 708 
meta-analytically derived correlations from the litera-
tures of both social and personality psychology, and 
found that the average effect-size r was .19, and that rs 
of .11 and .29 fell at the 25th and 75th percentiles, 
respectively (Gignac & Szodorai, 2016). The authors 
suggested recasting Cohen’s guidelines in this light, 
such that correlations of .10, .20, and .30 could be 
considered small, typical, and relatively large, respec-
tively (p. 74).

Comparisons with intuitively understood nonpsy-
chological relations. Ordinary life experience or broader 
reading can lead to a sense of the strength of relationship 
between variables, and this understanding can also be used 
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as an aid to the intuitive appreciation of a research finding. 
For example, do you take antihistamines to combat a runny 
nose and sneezing? If so, how well do they work? Accord-
ing to one estimate, the effect size of the relationship 
between antihistamine use and relief from these symptoms 
is equivalent an r of .11. Do you take a pain reliever to 
alleviate headaches? The relieving effect of nonsteroidal 
anti-inflammatory drugs (such as ibuprofen) on pain is not 
much different from the effectiveness of antihistamines on 
sneezing, r = .14. Other familiar benchmarks for intuitively 
calibrating effects include the tendency of men to weigh 
more than women (r = .26), the tendency of places at 
higher elevations to have lower average annual tempera-
tures (r = –.34), and the correlation between height and 
weight for U.S. adults (r = .44). And a really big one: The 
effect size of the average height difference between men 
and women is equivalent to an r of .67 (all these findings 
are summarized by Meyer et al., 2001, pp. 131–132).

Consequences

The binomial effect-size display. A more direct way 
to evaluate an effect size is to consider consequences, 
which in some cases can be numerically calculated. Per-
haps the best known and easiest to use of these methods 
is the binominal effect-size display (BESD), introduced 
by Rosenthal and Rubin (1982). The BESD illustrates the 
size of an effect, reported in terms of r, using a 2 × 2 table 
of outcomes. In its usual application, the process begins 
with assuming that a sample of 200 individuals has been 
divided into two equal-sized groups, one of which has 
experienced an intervention (e.g., a drug for a disease all 
200 have) and one of which has not. It is further assumed, 
for the sake of illustration, that for half the individuals the 
intervention was successful, and for the other half it was 
not. If the intervention (or drug) had no effect at all (r = 
0), the 2 × 2 table would look like Table 2. In Rosenthal 
and Rubin’s favorite (hypothetical) example, the inter-
vention comprises giving a drug or not, and the out-
come is being alive or dead at the end of the study, but 
the method can be applied more generally in less dra-
matic scenarios; any pairing of a dichotomous predictor 
and dichotomous outcome can be analyzed in this way. 
The effect-size r can easily be incorporated in a BESD 
table by multiplying it by 100 (to remove the decimal), 
dividing it by 2, adding 50, and placing the result in the 

upper left-hand corner. The remaining cells can then be 
determined by subtraction (because this table has 1 
degree of freedom). If r is .30, the number in the upper 
left-hand corner is 65 (30/2 + 50 = 65), and the table 
looks like Table 3.

Some readers, traditionally trained to think of .30 
correlations as “explaining only 9% of the variance” 
might be surprised to learn that an effect of this size 
will yield almost twice as many correct predictions as 
incorrect ones. More specifically, a table such as this, 
when combined with cost data for interventions and 
outcomes, could be used to calculate the utility of an 
intervention or of a predictive instrument in concrete, 
monetary terms. It could also be used, as in Rosenthal 
and Rubin’s (1982) own example, to assess the number 
of lives that could be saved by a health intervention. 
In a later analysis, Rosenthal (1990) calculated that the 
correlation of .03 between taking aspirin after a heart 
attack and prevention of future heart attacks implied 
the prevention of 85 attacks in a sample of 10,845 indi-
viduals. Less dramatically, a BESD could be used to 
calculate the payoff from using an ability or personality 
test to select employees. In a similar manner, the Taylor-
Russell tables (Taylor & Russell, 1939) have long been 
used by industrial psychologists to combine the validity 
of a selection instrument with the selection ratio (the 
proportion of applicants hired) to predict the percentage 
of hired employees who will be successful on the job.4

Consequences in the long run. In a classic analysis 
(which is nonetheless not as widely known as it should 
be) subtitled “When a Little Is a Lot,” the well-known 
cognitive psychologist Robert Abelson (1985) calculated 
the correlation between a Major League baseball player’s 
outcome in a single at bat and his overall batting average. 
Abelson’s calculation yielded an r of .056,5 and he was so 
surprised by this result that he exclaimed (in print), 
“What’s going on here?” (p. 131). It is testimony to the 
degree to which the ritual of explaining variance had 
become mindlessly entrenched even in the thinking of 
sophisticated researchers that Abelson confessed that his 
“first reaction to this result [was] incredulity. . . . My per-
sonal intuition was jarred by this result, which seems 
much too small” (p. 131). The mystery appeared to 
deepen when he observed that almost all Major League 

Table 2. Binomial Effect-Size Display for a Correlation of 0

Group
Successful 

outcome (n)
Unsuccessful 
outcome (n) Total

Intervention  50  50 100
No intervention  50  50 100
 Total 100 100 200

Table 3. Binomial Effect-Size Display for a Correlation of 
.30

Group
Successful 

outcome (n)
Unsuccessful 
outcome (n) Total

Intervention  65  35 100
No intervention  35  65 100
 Total 100 100 200
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baseball players have season averages within a limited 
range, between about .200 and .300.

However, the resolution to what Abelson character-
ized as a “paradox” (p. 131) turned out to be rather 
simple. The typical Major League baseball player has 
about 550 at bats in a season, and the consequences 
cumulate. This cumulation is enough, it seems, to drive 
the outcome that a team staffed with players who have 
.300 batting averages is likely on the way to the play-
offs, and one staffed with players who have .200 batting 
averages is at risk of coming in last place. The salary 
difference between a .200 batter and a .300 batter is in 
the millions of dollars for good reason.

Another example comes from a large study that 
tracked 2 million financial transactions across more 
than 2,000 people. The correlation between an indi-
vidual’s extraversion score and the amount he or she 
spent on holiday shopping was .09 (Weston, Gladstone, 
Graham, Mroczek, & Condon, 2018). Although this fact 
might not be very consequential for a single individual, 
multiply the effect by the number of people in a depart-
ment store the week before Christmas, and it becomes 
obvious why merchandisers should care deeply about 
the personalities of their customers.

The overall implication, as Abelson (1985) noted, is 
that seemingly small effects can matter “in the long run, 
albeit not very consequentially in the single episode” 
(p. 133). In particular, a psychological process that 
affects the behavior of a single individual repeatedly6 
over time, or, analogously, the behavior of many indi-
viduals simultaneously on a single occasion, can have 
hugely important implications.

Relevance for Psychological Research

Abelson’s (1985) illustration of how seemingly small 
effects can cumulate has important implications for psy-
chology. Every social encounter, behavior, reaction, and 
feeling a person has could be considered a psychologi-
cal “at bat.” And imagine how many of those occur in 
a day, a week, a year, or a lifetime—certainly many 
more than the 550 or so a ball player gets in a year. 
Any psychological variable that affects any of these, 
every time it happens, will have an effect that could 
cumulate over time, with important consequences for 
numerous life outcomes, including (to name just a few 
examples) popularity and social success, physical 
health, financial success, personal relationships, and 
overall quality of life.7

Individual differences research

The relevance of the cumulation of small effects over 
time is particularly obvious for research on individual 

differences, such as abilities or personality traits. If a 
stable trait—such as extraversion, agreeableness, or 
conscientiousness—affects much of what you do even 
in a small way, its consequences can add up very, and 
perhaps surprisingly, quickly. Analyses of the effects of 
personality on life outcomes have focused on long-term 
consequences such as health, relationship success, 
quality of life, and—that ultimate long-term conse-
quence—longevity (Friedman et al., 1993; Ozer & Benet-
Martínez, 2006; Roberts et  al., 2007). But Abelson’s 
(1985) analysis suggests that one might need much less 
than a lifetime for noticeable consequences of stable 
personality traits to appear. A correlation of about .05 
translates to large consequences with 550 at bats. How 
long does it take for a person to experience, for exam-
ple, 550 interpersonal encounters?

Consider a student moving away from home to col-
lege and meeting the fellow residents of his dormitory 
for the first time. Assume that he is highly agreeable. 
How long will it take before he finds himself enjoying 
the enhanced popularity that is the reliable long-term 
result of this trait (Ozer & Benet-Martínez, 2006)? A 
back-of-the envelope calculation suggests that if the 
correlation between agreeableness and an individually 
successful social interaction is .05 (which is a hypotheti-
cal, conservative estimate8), and if the student has 20 
social interactions a day, then the consequences for his 
popularity in less than a month (550 interactions/20 
interactions per day = 27.5 days) will be as noticeable 
as the consequences of batting ability for a baseball 
player’s success at the end of the season.

Even more remarkably, Epstein (1979) demonstrated 
that broad outcome criteria could be predicted with 
surprising precision from broad, aggregated predictor 
variables. For example, he showed that a person’s aver-
age behavior over a period of 14 days could be predicted 
by the person’s average behavior over a preceding period 
of 14 days with a correlation equivalent to .80 to .90 (p. 
1123). The moral of his demonstration is that an appro-
priate and realistic target for behavioral prediction is not 
what a person does on one day or in one situation, but 
what he or she does in the not-very-long run.

Experimental research

The relevance of the way effects can cumulate over 
time is perhaps less obvious for experimental research 
in which independent variables are manipulated, but it 
is fundamentally no different. If a psychological process 
is experimentally demonstrated, and this process is 
found to appear reliably, then its influence could in 
many cases be expected to accumulate into important 
implications over time or across people even if its effect 
size is seemingly small in any particular instance.
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For example, a process that has a small influence on 
the degree to which a person can accomplish self-
control every time he or she experiences fatigue—
which is perhaps not every day, but certainly not 
rare—will be psychologically important for understand-
ing what goes on when people are tired.9 Or, for 
another example, consider the recent conclusion that 
a meta-analytic r value of .08 indicates that a growth 
mind-set intervention has a “weak” effect on students’ 
achievement (Sisk, Burgoyne, Sun, Butler, & Macnamara, 
2018, p. 549). This effect can be calculated to imply an 
average increase in grade point average (on the tradi-
tional 4-point scale) of 0.1 point, which when aggre-
gated across all the students in a class, a school, or a 
school district could translate to a considerable increase 
in students’ achievement (Dweck, 2018; Gelman, 
2018).10 Or, for a final example, consider an aspect of 
communication that (reliably) makes it even a tiny bit 
more persuasive. Such a factor may become important 
when a communication is conveyed to millions of peo-
ple. Imagine, for example, that a political consultant is 
purchasing time for a TV ad that will be seen by 30 
million viewers and is choosing between two possibili-
ties that experimental research has shown differ in their 
effectiveness with an effect-size r of .05. The choice is 
obviously consequential. This is the sense in which 
experimentally demonstrated phenomena could cumulate 
in their importance even if their one-time (or one-person) 
effect sizes are in the range traditionally dismissed as 
weak.

A long-standing tradition in experimental social psy-
chology has been to try to re-create real-world situa-
tions in the laboratory (Aronson & Carlsmith, 1968). 
Influential studies have simulated circumstances in 
which a person appears to be in distress, in order to 
assess the conditions under which a bystander might 
intervene; in which a person is given dire orders to 
harm another person, in order the assess the conditions 
under which obedience or disobedience becomes more 
likely; and in which a person is given an initial (false) 
impression of someone he or she is about to meet, in 
order to assess the conditions under which this impres-
sion becomes self-fulfilling. Such research has become 
increasingly rare in recent years, perhaps because it is 
difficult to conduct for operational and ethical reasons, 
and also because easier methods of research, such as 
gathering responses to computer-presented stimuli, 
have become widely available (Baumeister, Vohs, & 
Funder, 2007).

Indeed, to capture a meaningful aspect of social 
experience in a psychological laboratory, for even a 
few minutes, is a remarkably ambitious and even daunt-
ing goal. Some experimental findings from research of 
this sort turn out not to be replicable and thus are not 

reliable after all. But when some aspect of a situation 
does turn out to affect behavior, and the finding is reli-
able across experimental attempts and different labo-
ratories, then lightning has been caught in a bottle,11 
and it is not wise or even realistic to demand a “large” 
effect size (Gelman, 2018). Under the circumstances, to 
find anything at all can be impressive (Prentice & Miller, 
1992).

When effects do (and do not) cumulate

The foregoing discussion applies to circumstances in 
which the effects measured in a research study can be 
expected to cumulate over time, situations, or individu-
als. Small effects accumulate into large ones in at least 
some, and probably many, but certainly not all circum-
stances. This cumulation can occur across time and 
occasions for a given individual, and across individuals 
at a single time or occasion.

The batting average in baseball provides an unam-
biguous example of an effect that cumulates across time 
and situations for an individual. Hits add up (in the 
not-very-long run) into runs, and runs add up (also in 
the not-very-long run) into won games. Another exam-
ple of cumulation that seems almost as clear to us is 
the way the (even slightly) larger probability of a 
friendly act by a more agreeable person can lead, 
before too long, to an enhanced social reputation. More 
generally, precisely because they are consistent over 
time and across situations, the influences of personality 
on behavior can confidently be expected to affect con-
sequential social, occupational, and health outcomes, 
and in fact they do (Ozer & Benet-Martínez, 2006).

Not all cases are as clear-cut as these, however. It is 
not difficult to think of examples in which the conse-
quences of repeated effects fail to increase, increase 
nonlinearly, or even reverse over time and occasions. 
The well-known Weber-Fechner and Yerkes-Dodson 
principles describe how responses to increases in the 
level of a stimulus or motivation tend to level off or 
even reverse; the principle of habituation posits that 
responses to a repeated stimulus will eventually cease 
altogether. Cognitive systems of emotion regulation and 
physiological systems that support homeostasis, simi-
larly, can reduce or eliminate the effect of repeated 
stimuli. Another potential complication in interpreting 
cumulation is the Matthew effect, which suggests that 
the accumulation of advantages (or other conse-
quences) from a psychological process can actually 
accelerate, perhaps differently over time for different 
individuals.

Even in cases in which the strength of an effect itself 
does not build steadily over time, however, the conse-
quences of the underlying process still might. In the 
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case of ego depletion, for example, imagine a person 
who dislikes her job so much that she comes home 
every evening in a state of psychological fatigue that 
makes her more likely (r = .05) to have a short fuse in 
stressful conversations with her spouse. Even if recov-
ery processes repair the deficit in self-control by the 
next morning (e.g., Inzlicht & Schmeichel, 2012), the 
slightly increased daily probability of marital friction 
would seem likely to have important consequences in 
the medium run (say, about 2 years, or nearly 550 work 
days). And, on a theoretical level, an underlying process 
that can affect interpersonal interactions with a small 
but real probability on each individual occasion can be 
important for understanding relationships and many 
other outcomes that are the long-term result of many 
interactions.

As one thinks through examples such as these—and 
whether or not one agrees with any particular interpre-
tation—a common gap in psychological theorizing 
becomes evident: Theorizing typically does not extend 
to considerations of when and in what ways individual 
differences, situational variables, and their underlying 
processes—which may have small effects on single 
occasions—can be expected to cumulate in their 
strength or consequences. Nor does theorizing com-
monly consider which sorts of processes will not cumu-
late in their strength or consequences. When and if 
psychological theorizing begins to take more careful 
account of effect sizes—one hoped-for goal of this 
article—attention to these questions will become criti-
cal. The metaphor of the psychological at bat may apply 
in many cases, but surely not all, and theories could be 
more helpful than they currently are in identifying 
them.

Reliable Estimation of Effect Sizes

Our analysis is based on a presumption that the effect 
size in question is, in fact, reliably estimated. This is a 
big presumption, and a critical concern when the effect 
size is in the range traditionally regarded as small. 
Although the difference between rs of .30 and .40 might 
not be terribly important for most theoretical or practi-
cal purposes, the difference between rs of .00 and .10 
surely is. In that light, it is sobering to observe that the 
95% confidence interval for an r of .10 will not quite 
exclude a value of .00 when the sample size is 400, and 
that excluding .00 from the 95% confidence interval for 
an r of .05 requires a sample size of 1,500. Fortunately, 
there are other ways to establish effect sizes besides 
relying on single studies with very large sample sizes. 
Meta-analytically, a series of diverse studies of a topic 
that all yield effect sizes within a narrow range (and in 

the same direction), even if the average effect is con-
sidered small, can provide some reasonable degree of 
confidence that the effect has been usefully estimated. 
In any event, it is clear that the precision of the estimate 
of the effect size becomes more important the smaller 
the effect size is.

Other, nonstatistical considerations can be of con-
cern as well. Smaller effects are more at risk of being 
the product of an artifact rather than the process under 
investigation. For example, experimenter expectancy 
effects (Rosenthal, 1996), even if less powerful and 
more subtle than initially reported ( Jussim, 2017), might 
be enough to account for effects in the range of, for 
example, the .08 effect of growth mind-set interventions 
we mentioned earlier . This example illustrates another 
facet of precise estimation when effects are small: Not 
only are larger sample sizes and more studies desirable, 
but also care in eliminating potential confounding vari-
ables becomes critically important. Other practices to 
reduce bias in analysis and reporting of research find-
ings, such as preregistration of studies and the Regis-
tered Report process, can also be helpful, because the 
importance of potential bias becomes larger when 
effects or sample sizes are smaller.

Implications for Interpreting Research 
Findings

Our analysis of the evaluation of effect sizes has three 
important implications for how research findings should 
be interpreted.

Researchers should not automatically 
dismiss “small” effects

One reason why experimental social psychologists, in 
particular, have seemed reluctant to report or to empha-
size effect sizes might be that, because of their traditional 
training (which often includes squaring correlations to 
yield the percentage of variance explained), they are 
taken aback by how small they seem. If readers of the 
psychological literature better understood the implica-
tions of effect size, apologies for reported effect sizes 
may no longer be necessary. An incentive structure that 
rewards performing selective analyses (p-hacking) in 
order to increase small effect sizes so they cross the 
threshold of statistical significance might be replaced 
by incentives that instead reward gathering data from 
large samples and unapologetically reporting small, 
effect sizes that are precise and reliable—which is no 
small accomplishment.

Indeed, researchers sometimes object to recommen-
dations to gather data from large samples because they 
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are concerned that small, unimportant effects will 
become significant. We believe this objection is mistaken, 
because it is smaller effect sizes that (realistically) will 
turn out to be the ones that are more likely to have been 
correctly estimated, and other things being equal, larger 
sample sizes are likely to provide more precise estimates 
regardless of the size of the effect.

Effect sizes will become more prominently and less 
reluctantly reported in experimental research, we 
believe, when researchers stop feeling (or being made 
to feel) defensive about them, and when explicit (rather 
than ritualized) discussions of the theoretical and prac-
tical implications of obtained effect sizes, of any mag-
nitude, become more common. As publications with 
effect sizes reported in abstracts and perhaps even titles 
begin to accumulate in the literature, readers will begin 
to develop their own experientially based and more 
realistic intuitions about what small and large really 
mean in the context of psychological research.

Researchers should be more skeptical 
about “large” effects

On the flip side, the traditional neglect of effect-size 
reporting has also allowed some implausibly large 
effects to sneak in under the radar. One famous exam-
ple is the reported effect of unscrambling words refer-
ring to stereotypes of the elderly on walking speed. In 
two studies (each with an N of 30), this task slowed 
walking speed with an effect size equivalent to .48 and 
.38, respectively (Bargh, Chen, & Burrows, 1996). These 
r values were not reported in the original article but 
are easily calculated from the reported t statistics. If 
they had been reported, and appropriately evaluated 
in terms of benchmarks, questions might have been 
raised about the plausibility of this effect really being 
about as large as the correlation between height and 
weight in U.S. adults (r = .44, as cited earlier; Meyer 
et al., 2001).12

Researchers have often reported anomalously large 
effect sizes in small-N studies. This might have been a 
sign, if heeded, that their overall reliability was not to 
be trusted. Because the confidence intervals of effect 
sizes in small studies are very wide, such studies can be 
expected to sometimes produce large apparent effects 
that replication studies reveal to be greatly overestimated 
(Cumming, 2012). A recent major project found that even 
for studies that were published in highly prestigious 
journals and whose findings could be successfully rep-
licated, the replication effect sizes were about half the 
size of the originals (Camerer et al., 2018). In our view, 
enough experience has already accumulated to make 
one suspect that small effect sizes from large-N studies 
are the most likely to reflect the true state of nature.

Researchers should be more realistic 
about the aim of their programs of 
psychological research

Looking across a room full of research psychologists at 
a professional meeting, it is possible to be struck by the 
thought that everyone there believes, usually with some 
justification, that what he or she is studying is important. 
As a result, every psychologist is prone to expect that 
the variable he or she is studying should have a large 
effect on cognition, emotion, or behavior. This is per-
haps sometimes true, but every researcher should also 
be aware that the psychologist in the next chair may be 
studying a very different topic with the same expecta-
tion. We all must face the fact: Human psychology is 
inherently complex, and there is only so much varia-
tion—in cognition, emotion, or behavior—to go around 
(Ahadi & Diener, 1989; De Boeck & Jeon, 2018).

How realistic is it to expect that any one research 
program, on any one topic or psychological process, 
determines more than a small piece of what is really 
going on in the psychological world at large? Perhaps 
all researchers should lower their expectations a little 
(or a lot). Psychologists are in the business of predicting 
the results of experiential or behavioral at bats and 
should not be surprised or begrudge that the variables 
they are studying must share their predictive validity 
with other correlates and causes.

Recommendations for Research 
Practice

Report effect sizes, always and 
prominently

The effect sizes for every study should be reported 
prominently. This is routine in individual differences 
articles, in which Pearson’s r is ubiquitous, but even 
these articles could more strongly emphasize the actual 
effect sizes, beyond the existence of the relationships 
reported. Reports on experimental research have farther 
to go; the effect sizes that are mandated to be reported 
should not be buried in Results sections, reluctantly 
mentioned between parentheses, but should be 
included in abstracts and Discussion sections as well. 
Over time, a base of experience will accumulate as 
readers of the literature—researchers and students 
alike—become gradually familiar with the effect sizes 
that are actually found in well-conducted research. A 
corollary of this recommendation is that the sample size 
of every study should be sufficient for the effect-size 
estimate to be at least somewhat reliable.

A recent example illustrating these recommendations 
is an article reporting a meta-analysis of 761 effect sizes, 



Evaluating Effect Size in Psychological Research 165

calculated with data gathered on a total sample of 
420,595 (Allen & Walter, 2018). The article reported—in 
its abstract—several relationships between personality 
traits and sexual behavior, including (among others) 
correlations between extraversion and frequency of 
sexual activity (r = .17), agreeableness and sexually 
aggressive behavior (r = –.20), and conscientiousness 
and sexual infidelity (r = –.17). This is exactly the kind 
of reporting that not only illuminates the specific find-
ings summarized, but also helps to build a larger under-
standing of how big important effects can really be 
expected to be.

Conduct studies with large samples 
(when possible)

As we have noted, an often-neglected complication in 
interpreting effect sizes is that the confidence interval 
of r is very wide with small samples. Schönbrodt and 
Perugini (2013) ran a series of Monte Carlo simulations 
that led them to conclude that “in typical scenarios 
sample size should approach 250 for stable estimates” 
(p. 609).

We believe that the effect size is information that 
should be reported and evaluated regardless of a study’s 
sample size. But the confidence interval should be 
reported as well, so that evaluation can be informed by 
the necessary degree of uncertainty when the sample 
size is small. The ideal solution is to run studies with 
large samples. This is not always feasible with certain 
kinds of research or subject populations (Finkel, 
Eastwick, & Reis, 2017). But an important priority should 
be to make samples as large as resources allow, and 
perhaps it would be wise to reallocate resources from 
numerous smaller studies to fewer larger ones. A few 
studies with larger samples are likely to produce more 
accurate and less confusing findings than will many stud-
ies with smaller samples. In particular, the recent history 
of social psychology illustrates the bewildering welter 
of seemingly contradictory results that can emerge from 
a literature dominated by small-N studies.

Report effect sizes in terms that are 
meaningful in context

Pearson’s r, emphasized in this article, is a standardized 
measure of effect size, which means it has no reference 
to, and provides no information about, the units of 
measurement used in the study. An insufficiently rec-
ognized property of standardized measures of effect 
size, such as r, is that they confound the consistency 
of an effect with the size of the effect. Imagine predict-
ing annual salary from years of education in a hetero-
geneous sample of adults. It is possible, however 

fanciful, that the correlation between years of education 
and income is nearly 1.0, yet a year of education might 
be worth only a dollar in annual income: All cases 
might fall on a nearly flat regression line. In this sce-
nario, the linear model fits the data very well, so the 
correlation is large, but the effect is very small, as would 
be shown by the raw regression coefficient. Or consider 
the opposite discrepancy between model fit and effect 
size: On average, education could have a very large 
effect on income (steep slope), but this effect could be 
highly variable (large standard error of estimate). In 
short, the fit of the linear model (the consistency of the 
effect) and the slope of the regression line (the size of 
the effect) are inherently confounded in standardized 
measures of effect size.

We are not the first to make the point that more 
meaningful measures of variables would lead to more 
meaningful measures of their effects (see, e.g., P. Cohen, 
Cohen, Aiken, & West, 1999). The need to employ stan-
dardized measures of effect size arises from the use of 
arbitrary and intrinsically meaningless measurement 
units. Researchers would be well served to be explicit 
about their measurement units and to utilize raw effect-
size measures, such as mean differences or raw regres-
sion coefficients, alongside standardized measures of 
effect size, when possible. This would be a reminder 
of the ambiguities inherent to the standardized effect 
measures and would contribute toward the develop-
ment of an interpretive framework for the most fre-
quently used measurement units (Pek & Flora, 2018). 
With experience, even the meaning of a unit on a 
7-point Likert scale might eventually become clear.

Moreover, in some cases, especially in applied 
research, the unit of measurement does have an intrin-
sic meaning. For example, mean differences in a count-
able health outcome, such as heart attacks, are 
meaningful in their own right and should be reported 
in preference to standardized measures, such as correla-
tions or relative risks. The Harding Center for Risk 
Literacy (2018b), for instance, uses “fact boxes” to 
describe costs and benefits of health interventions in 
terms of concrete numbers, such as the number of peo-
ple who would benefit from or be harmed by a screening 
or a drug. One of their fact boxes translates medical 
effect-size statistics in the following manner: Consider 
a sample of 200 people with acute bronchitis. If 100 of 
these people are given no treatment or a placebo, after 
14 days 51 of them will still have a cough and 19 will 
feel ill in other ways (e.g., nausea). If the other 100 are 
given an antibiotic, 14 days later only 32 of them will still 
have a cough but 23 will feel ill otherwise (Harding Center 
for Risk Literacy, 2018a). This kind of format for presenting 
research results translates effect sizes into consequences 
people care about and use to make decisions.
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Stop using empty terminology

It is far past time for psychologists to stop squaring rs 
so they can belittle the seemingly small percentage of 
variance explained and to stop mindlessly using J. 
Cohen’s (1977, 1988) guidelines, which even Cohen 
came to disavow. Ideally, words such as small and large 
would be expunged from the vocabulary of effect sizes 
entirely, because they are subjective and often arbitrary 
labels that add no information to results that can be 
reported quantitatively. This goal is probably unrealis-
tic; indeed, in this article we have been unable to avoid 
the liberal use of these descriptive adjectives ourselves. 
But at the very least, it would be good to become in 
the habit of responding to characterizations of effect 
sizes as being small or large with questions about the 
implied comparison: The effects are small or large com-
pared with what? Compared with what is usually found, 
with what other studies have shown, or with what it is 
useful to know? Or is another standard altogether being 
used? Whatever the standard of evaluation is, there 
ought to be one.

Revise the Cohen guidelines

This is our most presumptuous recommendation, and 
we offer it somewhat tongue in cheek, but not entirely. 
It is abundantly clear that the traditional Cohen guide-
lines ( J. Cohen, 1977, 1988) are much too stringent. 
And as did Cohen, we think decontextualized guide-
lines are appropriate only for the most approximate of 
uses. But new guidelines can be proffered in the light 
of (a) Abelson’s (1985) demonstration of the not-so-
long-term consequences of an effect-size r of .05, (b) 
the illustration, through a BESD, of how a correlation 
in the range of .30 can almost double predictive validity 
beyond chance, (c) the average sizes of effects in the 
published literature of social and personality psychol-
ogy, and (d) the sizes of other relationships encountered 
in daily experience, such as the effectiveness of antihis-
tamines or the association between height and weight.

We offer, therefore, the following New Guidelines: 
Assuming that estimates are reliable (a critical concern, 
as already discussed), an effect-size r of .05 indicates 
an effect that is very small for the explanation of single 
events but potentially consequential in the not-very-
long run, an effect-size r of .10 indicates an effect that 
is still small at the level of single events but potentially 
more ultimately consequential, an effect-size r of .20 
indicates an effect of medium size that is of some 
explanatory and practical use even in the short run and 
therefore even more important, and an effect-size r of 
.30 indicates an effect that is large and potentially 
powerful in both the short and the long run.13 A very 
large effect size (r = .40 or greater) in the context of 

psychological research is, we suggest, likely to be a 
gross overestimate that will rarely be found in a large 
sample or in a replication. Smaller effect sizes are not 
merely worth taking seriously. They are also more 
believable.

Summary and Conclusion

We began by describing problems with the traditional 
evaluation of effect sizes, including common ways in 
which they are misinterpreted—the most common mis-
take being to describe them in ways that either convey 
no useful information or are actively misleading. Next, 
we outlined several ways (building on proposals by 
prior writers) to imbue effect-size numbers with mean-
ing. We concluded by offering some recommendations 
for the most useful ways to evaluate effect size and 
even, daringly, suggested a new set of standards. Our 
hope is that this article might play a small role in help-
ing to advance the treatment of effect sizes so that 
rather than being numbers that are reported without 
interpretation, or interpreted superficially or incorrectly, 
they become aspects of research reports that will inform 
the application and theoretical development of psycho-
logical research.
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Notes

1. The writer of this communication gave permission to quote 
it, but not to identify the writer by name.
2. Indeed, despite the fame and influence of the latter idea, we 
are unaware of a single study in which lay beliefs about the 
influence of personality were compared quantitatively with its 
actual influence.
3. This limit was later raised to .40 by Nisbett (1980).
4. A comparison of the BESD with the Taylor-Russell tables 
will show some discrepancies even in the case of equal mar-
ginal proportions, because the Taylor-Russell tables, but not the 
BESD, account for imposed median splits of continuous distri-
butions. In the BESD, the values of the main diagonal of the 
contingency table can be computed as 50 + 100r/2, and a close 
approximation to the Taylor-Russell tables can be obtained by 
using 50 + 100r/3.
5. Actually, Abelson reported that the “percentage of variance 
in any single batting performance explained by batting skill” 
(p. 131) was .00317; the .056 figure is the square root of that 
nu mber.
6. Such a repeated effect will have consequences that cumulate, 
a point we consider further in the next section.
7. Of course, a psychological event with a large effect size could 
be important even if it occurs only once; such events, such as 
traumatic experiences, may be rare but powerful.
8. In a recently gathered international data set with an N of 
15,432, the correlations between agreeableness and experienc-
ing a single situation as “enjoyable” and “arousing positive emo-
tions” were .07, and the correlations between agreeableness 
and experiencing the situation as “anxiety-inducing” or “hostile” 
were –.08 (International Situations Project, 2018).
9. This is sometimes called the theory of ego depletion. A large 
set of replication studies was reported to yield an average r of 
.05, almost exactly the same as the effect size in Abelson’s base-
ball example (Vohs, 2018).
10. Gelman (2018) further pointed out that this effect size could 
imply a change of 1 full point for 10% of the students in the 
sample, and no change at all for the others. An effect that is 
small on average could still have large effects for particular 
individuals.
11. In other words, the achievement amounts to “capturing 
something powerful and elusive and then being able to 
hold it and show it to the world” (“Lightning in a Bottle,” 
n.d.).
12. Subsequent attempts to replicate this finding have been 
largely unsuccessful (e.g., Doyen, Klein, Pichon, & Cleeremans, 
2012).
13. Notice that these benchmarks (except for .05) are the same 
as those suggested by Gignac and Szodorai (2016), but with 
more generous labeling.
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